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Program (University of Galway)

13:00 – 15:00 DMP & RDM workshop – Part I
15:00 – 15:30 Coffee break
15:30 – 17:00 DMP & RDM workshop – Part II
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Overview

This workshop covers the following topics:
• The value of scientific data
• Loss of scientific data
• Open scientific data
• The FAIR data principles
• Data management planning (DMP)
• Research data management (RDM)
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The value of scientific data

4



3/2/2023

3

Gold

Note The price of gold fluctuates, partly in response to supply and demand

Source: Perth Mint (https://www.perthmint.com)
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Crude oil

Note The price of Brent crude oil fluctuates, partly in response to supply and demand

Source: British Petrol (https://www.bp.com/en_nz/new-zealand/home/products-and-services/bp-fuels/technical-information.html)
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Question What is the value of scientific data?
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Data is the new oil …

25/10/2022
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Accelerate innovation

11

Scientists losing data at a rapid rate

https://www.nature.com/news/scientists-losing-data-at-a-rapid-rate-1.14416

Probability of 
finding the 
data 
associated 
with a paper 
declined by 
17% every 
year
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Note New businesses and professions have arisen aimed at mining data (e.g., Google, 
Facebook, etc)
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Factors influencing the value of scientific data

• The cost of generating the data
• The provenance, nature, composition, and volume of the data
• The accuracy of the data
• The usefulness of the data (from the scientific and socio-economic perspectives)
• Supply and demand

Take-home message
Compared to gold and oil, it is much harder to determine the value of scientific data
but, most sensibly, it is set at the cost of replacing the original set of data
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The loss of scientific data
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Loss of scientific data

Question How fast does scientific data 
go missing? 

Experiment Measure the availability of 2-
to 22-year-old data from 516 
studies of ecology

Result Availability of data is strongly 
affected by article age

Rate of loss 17%
Reason Obsolete e-mails and storage 

devices

Source: Vines TH et al. (2014) Current Biology 24, 94-97

Discussion

We found a strong effect of article age on the availability of
data from these 516 studies. The decline in data availability
could arise because the authors of older papers were less
likely to respond, but this was not supported by the data.
Instead, researchers were equally likely to respond (Figure 1B)
and to indicate the status of their data (Figure 1C) across the
entire range of article ages.

The major cause of the reduced data availability for older
papers was the rapid increase in the proportion of data sets
reported as either lost or on inaccessible storage media. For
papers where authors reported the status of their data, the
odds of the data being extant decreased by 17% per year (Fig-
ure 1D). There was a continuum of author responses between
the data being reported lost and being stored on inaccessible
media, and they seemed to vary with the amount of time and
effort involved in retrieving the data. Responses included

authors being sure that the data were lost (e.g., on a stolen
computer) or thinking that theymight be stored in somedistant
location (e.g., their parent’s attic) to authors having some de-
gree of certainty that the data are on a Zip or floppy disk in their
possession but no longer having the appropriate hardware to
access it. In the latter two cases, the authors would have to
devote hours or days to retrieving the data. Our reason for
needing the data (a reproducibility study) was not especially
compelling for authors, and we may have received more of
these inaccessible data sets if we had offered authorship on
the subsequent paper or said that the data were needed for
an important medical or conservation project.
The odds that we were able to find an apparently working

e-mail address (either in the paper or by searching online)
for any of the contacted authors did decrease by about 7%
per year. This decrease was partly driven by a dearth of
e-mail addresses in articles published before 2000 (0.38 per
paper on average for 1991–1999) compared with those

Table 1. Breakdown of Data Availability by Year of Publication

Year
No Working
E-Mail

No Response
to E-Mail

Response Did Not
Give Status of Data Data Lost

Data Exist, Unwilling
to Share

Data
Received

Data Extant (Unwilling to
Share + Received)

Number of
Papers

1991 9 (35%) 9 (35%) 2 (8%) 4 (15%) 1 (4%) 1 (4%) 2 (8%) 26
1993 14 (39%) 11 (31%) 3 (8%) 7 (19%) 0 (0%) 1 (3%) 1 (3%) 36
1995 11 (31%) 9 (26%) 0 (0%) 7 (20%) 2 (6%) 6 (17%) 8 (23%) 35
1997 11 (37%) 9 (30%) 1 (3%) 2 (7%) 3 (10%) 4 (13%) 7 (23%) 30
1999 19 (48%) 13 (32%) 1 (2%) 1 (2%) 0 (0%) 6 (15%) 6 (15%) 40
2001 13 (30%) 15 (35%) 3 (7%) 4 (9%) 0 (0%) 8 (19%) 8 (19%) 43
2003 9 (20%) 20 (43%) 4 (9%) 2 (4%) 0 (0%) 11 (24%) 11 (24%) 46
2005 11 (24%) 14 (31%) 6 (13%) 1 (2%) 0 (0%) 13 (29%) 13 (29%) 45
2007 12 (18%) 31 (47%) 2 (3%) 4 (6%) 1 (2%) 16 (24%) 17 (26%) 66
2009 9 (13%) 34 (49%) 3 (4%) 5 (7%) 6 (9%) 12 (17%) 18 (26%) 69
2011 13 (16%) 29 (36%) 8 (10%) 0 (0%) 7 (9%) 23 (29%) 30 (38%) 80

Totals 131 (25%) 194 (38%) 33 (6%) 37 (7%) 20 (4%) 101 (19%) 121 (23%) 516

Data are displayed as n (%); the percentages are calculated by rows.
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Figure 1. The Effect of Article Age on Four Obsta-
cles to Receiving Data from the Authors

(A) Predicted probability that the paper had at
least one apparently working e-mail.
(B) Predicted probability of receiving a response,
given that at least one e-mail was apparently
working.
(C) Predicted probability of receiving a response
giving the status of the data, given that we
received a response.
(D) Predicted probability that the data were
extant (either ‘‘shared’’ or ‘‘exist but unwilling to
share’’) given that we received a useful response.
In all panels, the line indicates the predicted
probability from the logistic regression, the gray
area shows the 95% CI of this estimate, and the
red dots indicate the actual proportions from
the data.

Data Availability Declines with Article Age
95

Note Policies mandating data archiving at publication are clearly needed
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Other reasons for loss of data — retraction • 1

The reasons behind the rise in retractions 
are still unclear. “I don’t think that there is sud-
denly a boom in the production of fraudulent 
or erroneous work,” says John Ioannidis, a 
professor of health policy at Stanford Univer-
sity School of Medicine in California, who has 
spent much of his career tracking how medical 
science produces flawed results. 

In surveys, around 1–2% of scientists admit 
to having fabricated, falsified or modified data 
or results at least once (D. Fanelli PLoS ONE 4, 
e5738; 2009). But over the past decade, retrac-
tion notices for published papers have increased 
from 0.001% of the total to only about 0.02%. 
And, Ioannidis says, that subset of papers is “the 
tip of the iceberg” — too small and fragmentary  
for any useful conclusions to be drawn about 
the overall rates of sloppiness or misconduct. 

Instead, it is more probable that the growth 
in retractions has come from an increased 
awareness of research misconduct, says 
Steneck. That’s thanks in part to the setting 
up of regulatory bodies such as the US Office 
of Research Integrity in the Department of 
Health and Human Services. These ensure 
greater accountability for the research insti-
tutions, which, along with researchers, are 
responsible for detecting mistakes. 

The growth also owes a lot to the emergence 
of software for easily detecting plagiarism 
and image manipulation, combined with the 
greater number of readers that the Internet 
brings to research papers. In the future, wider 
use of such software could cause the rate of 
retraction notices to dip as fast as it spiked, 
simply because more of the problematic 
papers will be screened out before they reach  
publication. On the other hand, editors’  
newfound comfort with talking about retrac-
tion may lead to notices coming at an even 
greater rate. 

“Norms are changing all the time,” says 
Steven Shafer, editor-in-chief of the journal 
Anesthesia & Analgesia, who has participated 
in two major misconduct investigations — 
one of which involved 11 journals and led to 
the retraction of some 90 papers. 

IT’S NONE OF YOUR DAMN BUSINESS! 
But willingness to talk about retractions is 
hardly universal. “There are a lot of publish-
ers and a lot of journal editors who really 
don’t want people to know about what’s 
going on at their publications,” says New 
York City-based writer Ivan Oransky, execu-
tive editor at Reuters Health. In August 2010,  
Oransky co-founded the blog Retraction 
Watch with Adam Marcus, managing edi-
tor at Anesthesiology News. Since its launch,  
Oransky says, the site has logged 1.1 mil-
lion page views and has covered more than  
200 retractions. 

In one memorable post, the reporters 
describe ringing up one editor, L. Henry 
Edmunds at the Annals of Thoracic Surgery, 
to ask about a paper withdrawn from his 

journal (go.nature.com/ubv261). “It’s none of 
your damn business!” he told them. Edmunds 
did not respond to Nature’s request to talk for 
this article.

The posts on Retraction Watch show how 
wildly inconsistent retractions practices are 
from one journal to the next. Notices range 
from informative and transparent to deeply 
obscure. A typically unhelpful example of the 
genre would be: “This article has been with-
drawn at the request of the authors in order 
to eliminate incorrect information.” Oransky 
argues that such obscurity leads readers to 
assume misconduct, as scientists making an 
honest retraction would, presumably, try to 
explain what was at fault. 

To Drummond Rennie, deputy editor of 
the Journal of the American Medical Associa-
tion, there are two obvious reasons for obscure 
retraction notices: “fear and work.” 

The fear factor, says Wager, is because pub-
lishers are very frightened of being sued. “They 
are incredibly twitchy about publishing any-
thing that could be defamatory,” she says.  

‘Work’ refers to the phenomenal effort 
required to sort through authorship disputes, 
concerns about human or animal subjects, 
accusations of data fabrication and all the other 
ways a paper can go wrong. “It takes dozens or 
hundreds of hours of work to get to the bot-
tom of what’s going on and really understand 
it,” says Shafer. Because most journal editors 
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In the past decade, the number of retraction notices has shot up 10-fold (top), even as the literature 
has expanded by only 44%. It is likely that only about half of all retractions are for researcher 
misconduct (middle). Higher-impact journals have logged more retraction notices over the past decade, 
but much of the increase during 2006–10 came from lower-impact journals (bottom).
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The reasons behind the rise in retractions 
are still unclear. “I don’t think that there is sud-
denly a boom in the production of fraudulent 
or erroneous work,” says John Ioannidis, a 
professor of health policy at Stanford Univer-
sity School of Medicine in California, who has 
spent much of his career tracking how medical 
science produces flawed results. 

In surveys, around 1–2% of scientists admit 
to having fabricated, falsified or modified data 
or results at least once (D. Fanelli PLoS ONE 4, 
e5738; 2009). But over the past decade, retrac-
tion notices for published papers have increased 
from 0.001% of the total to only about 0.02%. 
And, Ioannidis says, that subset of papers is “the 
tip of the iceberg” — too small and fragmentary  
for any useful conclusions to be drawn about 
the overall rates of sloppiness or misconduct. 

Instead, it is more probable that the growth 
in retractions has come from an increased 
awareness of research misconduct, says 
Steneck. That’s thanks in part to the setting 
up of regulatory bodies such as the US Office 
of Research Integrity in the Department of 
Health and Human Services. These ensure 
greater accountability for the research insti-
tutions, which, along with researchers, are 
responsible for detecting mistakes. 

The growth also owes a lot to the emergence 
of software for easily detecting plagiarism 
and image manipulation, combined with the 
greater number of readers that the Internet 
brings to research papers. In the future, wider 
use of such software could cause the rate of 
retraction notices to dip as fast as it spiked, 
simply because more of the problematic 
papers will be screened out before they reach  
publication. On the other hand, editors’  
newfound comfort with talking about retrac-
tion may lead to notices coming at an even 
greater rate. 

“Norms are changing all the time,” says 
Steven Shafer, editor-in-chief of the journal 
Anesthesia & Analgesia, who has participated 
in two major misconduct investigations — 
one of which involved 11 journals and led to 
the retraction of some 90 papers. 

IT’S NONE OF YOUR DAMN BUSINESS! 
But willingness to talk about retractions is 
hardly universal. “There are a lot of publish-
ers and a lot of journal editors who really 
don’t want people to know about what’s 
going on at their publications,” says New 
York City-based writer Ivan Oransky, execu-
tive editor at Reuters Health. In August 2010,  
Oransky co-founded the blog Retraction 
Watch with Adam Marcus, managing edi-
tor at Anesthesiology News. Since its launch,  
Oransky says, the site has logged 1.1 mil-
lion page views and has covered more than  
200 retractions. 

In one memorable post, the reporters 
describe ringing up one editor, L. Henry 
Edmunds at the Annals of Thoracic Surgery, 
to ask about a paper withdrawn from his 

journal (go.nature.com/ubv261). “It’s none of 
your damn business!” he told them. Edmunds 
did not respond to Nature’s request to talk for 
this article.

The posts on Retraction Watch show how 
wildly inconsistent retractions practices are 
from one journal to the next. Notices range 
from informative and transparent to deeply 
obscure. A typically unhelpful example of the 
genre would be: “This article has been with-
drawn at the request of the authors in order 
to eliminate incorrect information.” Oransky 
argues that such obscurity leads readers to 
assume misconduct, as scientists making an 
honest retraction would, presumably, try to 
explain what was at fault. 

To Drummond Rennie, deputy editor of 
the Journal of the American Medical Associa-
tion, there are two obvious reasons for obscure 
retraction notices: “fear and work.” 

The fear factor, says Wager, is because pub-
lishers are very frightened of being sued. “They 
are incredibly twitchy about publishing any-
thing that could be defamatory,” she says.  

‘Work’ refers to the phenomenal effort 
required to sort through authorship disputes, 
concerns about human or animal subjects, 
accusations of data fabrication and all the other 
ways a paper can go wrong. “It takes dozens or 
hundreds of hours of work to get to the bot-
tom of what’s going on and really understand 
it,” says Shafer. Because most journal editors 
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has expanded by only 44%. It is likely that only about half of all retractions are for researcher 
misconduct (middle). Higher-impact journals have logged more retraction notices over the past decade, 
but much of the increase during 2006–10 came from lower-impact journals (bottom).
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Statistics (period)
Rise in retractions 10-fold
Rise in publications 44%
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Other reasons for loss of data — retraction • 2

Misconduct accounts for the majority of retracted
scientific publications
Ferric C. Fanga,b,1, R. Grant Steenc,1, and Arturo Casadevalld,1,2

Departments of aLaboratory Medicine and bMicrobiology, University of Washington School of Medicine, Seattle, WA 98195; cMediCC! Medical
Communications Consultants, Chapel Hill, NC 27517; and dDepartment of Microbiology and Immunology, Albert Einstein College of Medicine, Bronx, NY 10461

Edited by Thomas Shenk, Princeton University, Princeton, NJ, and approved September 6, 2012 (received for review July 18, 2012)

A detailed review of all 2,047 biomedical and life-science research
articles indexed by PubMed as retracted on May 3, 2012 revealed
that only 21.3%of retractionswere attributable to error. In contrast,
67.4% of retractions were attributable to misconduct, including
fraud or suspected fraud (43.4%), duplicate publication (14.2%), and
plagiarism (9.8%). Incomplete, uninformative or misleading retrac-
tion announcements have led to a previous underestimation of the
role of fraud in the ongoing retraction epidemic. The percentage of
scientific articles retracted because of fraud has increased ∼10-fold
since 1975. Retractions exhibit distinctive temporal and geographic
patterns that may reveal underlying causes.

bibliometric analysis | biomedical publishing | ethics | research misconduct

The number and frequency of retracted publications are im-
portant indicators of the health of the scientific enterprise,

because retracted articles represent unequivocal evidence of
project failure, irrespective of the cause. Hence, retractions are
worthy of rigorous and systematic study. The retraction of flawed
publications corrects the scientific literature and also provides
insights into the scientific process. However, the rising frequency
of retractions has recently elicited concern (1, 2). Studies of se-
lected retracted articles have suggested that error is more com-
mon than fraud as a cause of retraction (3–5) and that rates of
retraction correlate with journal-impact factor (6). We undertook
a comprehensive analysis of all retracted articles indexed by
PubMed to ascertain the validity of the earlier findings. Retracted
articles were classified according to whether the cause of re-
traction was documented fraud (data falsification or fabrication),
suspected fraud, plagiarism, duplicate publication, error, un-
known, or other reasons (e.g., journal error, authorship dispute).

Results
Causes of Retraction. PubMed references more than 25 million
articles relating primarily to biomedical research published since
the 1940s. A comprehensive search of the PubMed database in
May 2012 identified 2,047 retracted articles, with the earliest
retracted article published in 1973 and retracted in 1977. Hence,
retraction is a relatively recent development in the biomedical
scientific literature, although retractable offenses are not neces-
sarily new. To understand the reasons for retraction, we consulted
reports from the Office of Research Integrity and other published
resources (7, 8), in addition to the retraction announcements in
scientific journals. Use of these additional sources of information
resulted in the reclassification of 118 of 742 (15.9%) retractions in
an earlier study (4) from error to fraud. A list of 158 articles for
which the cause of retraction was reclassified because of consul-
tation of secondary sources is provided in Table S1. For example,
a retraction announcement in Biochemical and Biophysical Re-
search Communications reported that “results were derived from
experiments that were found to have flaws in methodological
execution and data analysis,” giving the impression of error (9).
However, an investigation of this article conducted by Harvard
University and reported to the Office of Research Integrity in-
dicated that “many instances of data fabrication and falsifica-
tion were found” (10). In another example, a retraction notice

published by the authors of a manuscript in the Journal of Cell
Biology stated that “In follow-up experiments . . . we have shown
that the lack of FOXO1a expression reported in figure 1 is not
correct” (11). A subsequent report from the Office of Research
Integrity states that the first author committed “research mis-
conduct by knowingly and intentionally falsely reporting . . . that
FOXO1a was not expressed . . . by selecting a specific FOXO1a
immunoblot to show the desired result” (12). In contrast to earlier
studies, we found that the majority of retracted articles were
retracted because of some form of misconduct, with only 21.3%
retracted because of error. The most common reason for re-
traction was fraud or suspected fraud (43.4%), with additional
articles retracted because of duplicate publication (14.2%) or
plagiarism (9.8%). Miscellaneous reasons or unknown causes
accounted for the remainder. Thus, for articles in which the
reason for retraction is known, three-quarters were retracted
because of misconduct or suspected misconduct, and only one-
quarter was retracted for error.

Temporal Trends. A marked recent rise in the frequency of re-
traction was confirmed (2, 13), but was not uniform among the
various causes of retraction (Fig. 1A). A discernible rise in re-
tractions because of fraud or error was first evident in the 1990s,
with a subsequent dramatic rise in retractions attributable to
fraud occurring during the last decade. A more modest increase
in retractions because of error was observed, and increasing
retractions because of plagiarism and duplicate publication are
a recent phenomenon, seen only since 2005. The recent increase
in retractions for fraud cannot be attributed solely to an increase
in the number of research publications: retractions for fraud or
suspected fraud as a percentage of total articles have increased
nearly 10-fold since 1975 (Fig. 1B).

Geographic Origin and Impact Factor. Retracted articles were auth-
ored in 56 countries, and geographic origin was found to vary
according to the cause for retraction (Fig. 2). The United States,
Germany, Japan, and China accounted for three-quarters of
retractions because of fraud or suspected fraud. China and India
collectively accounted for more cases of plagiarism than the
United States, and duplicate publication exhibited a pattern sim-
ilar to that of plagiarism. The relationship between journal impact
factor and retraction rate was also found to vary with the cause of
retraction. Journal-impact factor showed a highly significant cor-
relation with retractions because of fraud or error but not with
those because of plagiarism or duplicate publication (Fig. 3 A–C).
Moreover, the mean impact factors of journals retracting articles
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“A detailed review of all 2,047 biomedical and life-science research articles indexed by 
PubMed as retracted on May 3, 2012 revealed that 
• 21.3% of retractions were attributable to error
• 67.4% of retractions were attributable to misconduct, including fraud or suspected 

fraud (43.4%), duplicate publication (14.2%), and plagiarism (9.8%)
• Incomplete, uninformative or misleading retraction announcements have led to a 

previous underestimation of the role of fraud in the ongoing retraction epidemic.”

Source: Fang FC et al. (2012) Proceedings of the National Academy of Science of the USA 109, 17028-17033
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Defining Reproducibility
Studies of reproducibility define the phenomenon in a number of ways [10]. For example,
some studies define reproducibility as the ability to replicate the same results demonstrated in
a particular study using precisely the same methods and materials [11]; others evaluate whether
the study’s methodology and results were presented in sufficient detail to allow replication or
reanalysis [8]. The definition of reproducibility may also vary depending upon whether a par-
ticular study is confirmatory (designed to test basic theories through rigorous study design and
analysis) or exploratory (primarily aimed at developing theories and frameworks for further
study) [12]. For this paper, we adopt an inclusive definition of irreproducibility that encom-
passes the existence and propagation of one or more errors, flaws, inadequacies, or omissions
(collectively referred to as errors) that prevent replication of results. Clearly, perfect reproduc-
ibility across all preclinical research is neither possible nor desirable. Attempting to achieve
total reproducibility would dramatically increase the cost of such studies and radically curb
their volume. Our assumption that current irreproducibility rates exceed a theoretically (and
perhaps indeterminable) optimal level is based on the tremendous gap between the conven-
tional 5% false positive rate (i.e., statistical significance level of 0.05) and the estimates reported
below and elsewhere (see S1 Text and Fig 1). Although the optimal statistical power of each
study will depend on its objectives, this large gap suggests that published preclinical study re-
sults are often less reliable than claimed. From an economic perspective, the system is highly
inefficient. While there are several root causes, one overarching source of inefficiency is the
continued emphasis on placing responsibility with the researcher—despite the fact that a sig-
nificant portion of the costs of irreproducibility are ultimately borne by downstream parties in
the translation of bench discoveries to bedside therapies [13].

Fig 1. Studies reporting the prevalence of irreproducibility. Source: Begley and Ellis [6], Prinz et al. [7], Vasilevsky [8], Hartshorne and Schachner [5],
and Glasziou et al. [9].

doi:10.1371/journal.pbio.1002165.g001
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The Economics of Reproducibility in
Preclinical Research
Leonard P. Freedman1*, Iain M. Cockburn2, Timothy S. Simcoe2,3

1 Global Biological Standards Institute, Washington, D.C., United States of America, 2 Boston University
School of Management, Boston, Massachusetts, United States of America, 3 Council of Economic Advisers,
Washington, D.C., United States of America

* lfreedman@gbsi.org

Abstract
Low reproducibility rates within life science research undermine cumulative knowledge
production and contribute to both delays and costs of therapeutic drug development. An
analysis of past studies indicates that the cumulative (total) prevalence of irreproducible
preclinical research exceeds 50%, resulting in approximately US$28,000,000,000 (US
$28B)/year spent on preclinical research that is not reproducible—in the United States
alone. We outline a framework for solutions and a plan for long-term improvements in re-
producibility rates that will help to accelerate the discovery of life-saving therapies
and cures.

Introduction
Much has been written about the alarming number of preclinical studies that were later
found to be irreproducible [1,2]. Flawed preclinical studies create false hope for patients
waiting for lifesaving cures; moreover, they point to systemic and costly inefficiencies in the
way preclinical studies are designed, conducted, and reported. Because replication and cu-
mulative knowledge production are cornerstones of the scientific process, these widespread
accounts are scientifically troubling. Such concerns are further complicated by questions
about the effectiveness of the peer review process itself [3], as well as the rapid growth of
postpublication peer review (e.g., PubMed Commons, PubPeer), data sharing, and open ac-
cess publishing that accelerate the identification of irreproducible studies [4]. Indeed, there
are many different perspectives on the size of this problem, and published estimates of irre-
producibility range from 51% [5] to 89% [6] (Fig 1). Our primary goal here is not to pin-
point the exact irreproducibility rate, but rather to identify root causes of the problem,
estimate the direct costs of irreproducible research, and to develop a framework to address
the highest priorities. Based on examples from within life sciences, application of economic
theory, and reviewing lessons learned from other industries, we conclude that community-
developed best practices and standards must play a central role in improving reproducibility
going forward.

PLOS Biology | DOI:10.1371/journal.pbio.1002165 June 9, 2015 1 / 9
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Primary courses of irreproducibility
1. Study design
2. Biological reagents and reference 

materials
3. Laboratory protocols
4. Data analysis and reporting
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studies.”However, it does suggest that, even under our relatively conservative assumptions, the
impact of the reproducibility problem is economically significant.

Irreproducibility also has downstream impacts in the drug development pipeline. Academic
research studies with potential clinical applications are typically replicated within the pharma-
ceutical industry before clinical studies are begun, with each study replication requiring between
3 and 24 months and between US$500,000 to US$2,000,000 investment [23]. While industry
will continue to replicate external studies for their own drug discovery process, a substantially
improved preclinical reproducibility rate would derisk or result in an increased hit rate on such
investments, both increasing the productivity of life science research and improving the speed
and efficiency of the therapeutic drug development processes. The annual value added to the re-
turn on investment from taxpayer dollars would be in the billions in the US alone.

The Role of Best Practices and Standards
Many key stakeholder groups are developing and piloting a range of solutions to help increase
reproducibility in preclinical research. For example, the National Institutes of Health (NIH)
have recently announced a list of Principles and Guidelines for Reporting Preclinical Research
[24], which over 100 journals have joined as cosignatories and that builds on previous recom-
mendations by Landis et al. [25] to improve methodological reporting of animal studies in

Fig 2. Estimated US preclinical research spend and categories of errors that contribute to irreproducibility.Note that the percentage value of error for
each category is the midpoint of the high and low prevalence estimates for that category divided (weighted) by the sum of all midpoint error rates (see S1
Dataset). Source: Chakma et al. [18] and the American Association for the Advancement of Science (AAAS) [19].

doi:10.1371/journal.pbio.1002165.g002

PLOS Biology | DOI:10.1371/journal.pbio.1002165 June 9, 2015 4 / 9

Source: Freedman LP et al. (2015) PLoS Biology 13, e1002165
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Survey — is there a reproducibility crisis?

Source: Baker M (2016) Nature 533, 452-454

Answers (1,576 respondents)
Don’t know 7%
No 3%
Yes, a slight crisis 38%
Yes, a significant crisis 52%
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Example 1 — possible scientific misconduct

Letter to the Editor

Problems with data quality in the reconstruc-
tion of evolutionary relationships in the
Drosophila melanogaster species group:
Comments on Yang et al. (2012)

To the Editor:
Yang et al. (2012) propose a phylogeny of the Drosophila mela-

nogaster species group based on what is presented as a 100% com-
plete data matrix of 17 genes, representing 48 species. The
phylogeny presented in the publication provides strong support
for a hypothesis regarding the evolutionary relationships of the
melanogaster species group, and the importance of new data in
reconstructing the phylogeny. However, an investigation of these
data reveals some troubling issues with the identity and appropri-
ateness of many of the sequences. These issues cast doubt on the
published topology and reported maximum likelihood bootstrap
values and Bayesian posterior probabilities, as well as the role
the authors attribute to increased data matrices in reconstructing
these phylogenetic relationships. In total, we found problems with
19% of the 816 sequences referenced in this study.

Three types of problems arise in relation to the identity of the
sequences used. First, 23 Genbank accession numbers presented
in Table A1 of Yang et al. are not for Drosophila. Twenty-one of
these numbers are assigned to Homo sapiens or to the plant genus
Croton and the other two do not appear to exist. In 16 of these 23
cases, there does not appear to be any record of the gene in ques-
tion in the Drosophila species specified in Genbank. Second, 16
other Genbank accession numbers are either listed twice within
the above-mentioned table, or assigned to a different Drosophila
species in Genbank (searched 23 October 2013). Third, a further
21 sequences are not alignable, appearing to be either different
genes or contamination.

There are also issues regarding the suitability of two of the
genetic markers used in this study. The ITS gene is generally used
as a marker for inferring population structure and gene flow, as the
gaps quickly become unalignable at deeper time frames. We are
unable to align Yang et al.’s ITS data with confidence comparable
to that we normally have when aligning codons. For examples of
appropriate uses of ITS sequences and issues arising from its extre-
mely high variability see Castalanelli et al. (2013). Furthermore
there are also over 30 copies of the H2S gene in the D. melanogaster
genome (Adams et al., 2000) and the primer binding sites used are
highly conserved. It is unclear how the authors could ensure that
the variation shown involves orthologous as opposed to paralo-
gous copies of the gene.

We have also attempted to recreate the phylogeny in Yang et al.
using their methods but excluding the problematic sequences
above. Even then, it is not always possible to clearly replicate the
alignment length reported in Table 1 of the article; for example,

it is unclear how gaps were removed in the CDC6 gene. Moreover,
we discovered additional problems when we analysed the verifi-
able data following the Yang et al. methodology. We recreated
the Yang et al. study, using our best alignments, for all genes
excepting ITS and H2S, using RaxML v1.3 (Stamatakis, 2006) and
MrBayes v.3.2 (Ronquist et al., 2012), and with the evolution of
each gene modelling using GTR + I + C. Our analyses recovered
both a different tree topology and significantly lower non-
parametric bootstrap values and posterior probabilities than do
Yang et al. These results call into question the evolutionary
relationships suggested by Yang et al. We do not believe the trees
inferred by us or Yang et al. represent the correct evolutionary
relationships within the group (versus an analysis utilizing more
appropriate species tree methods (see McVay and Carstens,
2013)); our analyses simply represent an attempt to understand
whether the data available and the published methodology can
reproduce the topology and support reported in the article.

Overall, we are uncertain about a substantial proportion of the
reported data and the appropriateness of some of the markers
used, and in our analyses we were unable to reproduce the pub-
lished topology or the high support values. We believe that this
already has created the unfortunate situation where other authors
have placed unwarranted confidence in the strength of Yang et al.’s
results while interpreting their own data. For example, Ometto
et al. (2013) suggested an independent evolution of unripe fruit
feeding in D. subpulchrella due to the phylogeny presented in Yang
et al., which implies that D. suzukii and D. pulchrella, both unripe
fruit feeders, are not closely related. However, our study of the
revised data set did not support the cited relationship and found
low non-parametric bootstrap values and posterior probabilities
for relationships within the entire clade containing these species.
Therefore, the hypothesis of an independent evolution of unripe
fruit feeding cannot be substantiated using Yang et al. It is impor-
tant that the quality of the data used by Yang et al. be recognised
lest other researchers be misinformed regarding the evolutionary
relationships they describe for such important model organism.
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Problems reported
1. “23 Genbank accession numbers presented in Table A1 of Yang et al. are not for Drosophila. …”
2. “16 other Genbank accession numbers are either listed twice within the above-mentioned table, or 

assigned to a different Drosophila species in Genbank (searched 23 October 2013).” 
3. “A further 21 sequences [cannot be aligned], appearing to be either different genes or contamination.”

Note Yang et al. (2012) is still cited frequently, despite the problem reported in 2014
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Example 2 — honest error announced in an Erratum

Source: Boxem M et al. (2012) Cell 151, 1633

Problem reported
“Since publication of [Cell 134, 534-545; 2008], it has come to our attention that an error occurred in 
creating the initial data file cataloging the names and storage positions of the bait proteins tested in the 
yeast two-hybrid system. The register for the bait names was shifted in an Excel file, resulting in the 
assignment of an incorrect bait name to 37% of the published partners. …”

Erratum

A Protein Domain-Based
Interactome Network
for C. elegans Early Embryogenesis
Mike Boxem,* Zoltan Maliga, Niels Klitgord, Na Li, Irma Lemmens, Miyeko Mana, Lorenzo de Lichtervelde, Joram D. Mul,
Diederik van de Peut, Maxime Devos, Nicolas Simonis, Muhammed A. Yildirim, Murat Cokol, Huey-Ling Kao,
Anne-Sophie de Smet, Haidong Wang, Anne-Lore Schlaitz, Tong Hao, Stuart Milstein, Changyu Fan, Mike Tipsword,
Kevin Drew, Matilde Galli, Kahn Rhrissorrakrai, David Drechsel, Daphne Koller, Frederick P. Roth, Lilia M. Iakoucheva,
A. Keith Dunker, Richard Bonneau, Kristin C. Gunsalus, David E. Hill, Fabio Piano, Jan Tavernier, Sander van den Heuvel,
Anthony A. Hyman,* and Marc Vidal*
*Correspondence: m.boxem@uu.nl (M.B.), hyman@mpi-cbg.de (A.A.H.), marc_vidal@dfci.harvard.edu (M.V.)
http://dx.doi.org/10.1016/j.cell.2012.11.042

(Cell 134, 534–545; August 8, 2008)
Since publication of the above article, it has come to our attention that an error occurred in creating the initial data file cataloging the
names and storage positions of the bait proteins tested in the yeast two-hybrid system. The register for the bait names was shifted in
an Excel file, resulting in the assignment of an incorrect bait name to 37% of the published partners. This error occurred at the outset
of the data analyses. As a consequence, results from the subsequent analyses reported in Figures 2, 3, 4, 5, 6, S1, S2, and S5 and
Tables S3 and S4 did not fully represent interactions that were physically measured. The analysis resulting from the unaffected
portion of the data set (63%) supports the overall conclusions, providing insight into protein domain structure and identifying
candidate protein-protein interactions. Correction of the error in the data file and subsequent reanalysis confirm the original con-
clusions. However, the proposed evolutionary preservation of IMB-4’s association with NPP-9 through different binding sites in
different organismswas revealed as an artifact of analyzing the out-of-register data set.We sincerely apologize for any inconvenience
that the errors in the published data set may have caused.

A corrected manuscript that accurately reflects the measured bait-prey interactions, as well as corrected figures and Supplemental
Information, is available with this Erratum online. The corrected protein interactions have been submitted to the IMEx (http://www.
imexconsortium.org) consortium through IntAct and assigned the identifier IM-11985. In addition, we have corrected the data on our
website (http://interactome.dfci.harvard.edu).

SUPPLEMENTAL INFORMATION

Supplemental Information includes a corrected version of the original manuscript, Supplemental Experimental Procedures, five figures, six tables, and one

data file.

Cell 151, 1633, December 21, 2012 ª2012 Elsevier Inc. 1633
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Questions How many of you have asked for and obtained/downloaded scientific data?
How many of you have been able to analysed it?
How many of you failed to do so?
What were the reasons for this failure?
How many of you anticipate you will do so in the future?

19

Open scientific data
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What is open data?

“Open Data (OD) is an emerging term in the process of defining how scientific data 
may be published and re-used without price or permission barriers.” 

Problem
“Scientists generally see published data as belonging to the scientific community, but 
many publishers claim copyright over data and will not allow its re-use without [prior] 
permission.”

Implication “[A] major impediment to the progress of scholarship in the digital age.”

Source: Murray-Rust P (2008) Serials Review 34, 52-64

21

OD — challenges & opportunities • 1

Source: Reichmann OJ et al. (2011) Science 331, 703-705

“Ecology is a synthetic discipline benefiting from open access to data …. Technological challenges exist, 
however, due to the dispersed and heterogeneous nature of these data.”
“Standardization of methods and development of robust metadata can increase data access but are 
not sufficient.”
“Reproducibility of analyses is also important, and executable workflows are addressing this issue by 
capturing data provenance.”
“Sociological challenges, including inadequate rewards for sharing data, must also be resolved.”
“The establishment of well-curated, federated data repositories will provide a means to preserve 
data while promoting attribution and acknowledgement of its use.”

PERSPECTIVE

Challenges and Opportunities
of Open Data in Ecology
O. J. Reichman,* Matthew B. Jones, Mark P. Schildhauer

Ecology is a synthetic discipline benefiting from open access to data from the earth, life, and social
sciences. Technological challenges exist, however, due to the dispersed and heterogeneous nature
of these data. Standardization of methods and development of robust metadata can increase data access
but are not sufficient. Reproducibility of analyses is also important, and executable workflows are
addressing this issue by capturing data provenance. Sociological challenges, including inadequate rewards
for sharing data, must also be resolved. The establishment of well-curated, federated data repositories
will provide a means to preserve data while promoting attribution and acknowledgement of its use.

Ecology is an integrative, collaborative dis-
cipline (1, 2), amplifying the need for open
access to data. The field has rapidlymatured

over the past century from small-scale, short-term
observations and experiments conducted by indi-
viduals to include large-scale, long-term, multi-
disciplinary projects that integrate diverse data
sets using sophisticated analytical approaches.
Ecological investigations often require interac-
tions with adjacent disciplines (e.g., evolution,
genomics, geology, oceanography, and climatol-
ogy) and disparate fields (e.g., epidemiology and
economics). This broad scope generates major
challenges for finding effective ways to discover,
access, integrate, curate, and analyze the range
and volume of relevant information.

The recentDeepwater Horizon oil spill in the
Gulf of Mexico (3) presents a compelling ex-
ample of the need for far better data access and
preservation in ecology and science in general.
Understanding spill impacts requires data for ben-
thic, planktonic, and pelagic organisms, chemistry
(for oil and dispersants), toxicology, oceanogra-
phy, and atmospheric science, among others. It
also requires data on economic, policy, and legal
decisions that affect spill response and cleanup.
Despite a few well-organized research groups that
can provide relevant data (e.g., the Florida Coastal
Ecosystems Long Term Ecological Research site)
(4), most current and historical data germane to the
spill are inaccessible or lost. Furthermore, despite
numerous studies associated with past calamities,
such as the Ixtoc spill in the Gulf of Mexico (5),
only a small fraction of the data from these studies
is available today. Consequently, our ability to un-
derstand both short-term and chronic effects of oil
spills is severely limited. As these examples il-
lustrate, access to data is not only important for
basic ecological research but also crucial for ad-

dressing the profound environmental concerns
we face today and, inevitably, in the future.

Unfortunately, only a small fraction of eco-
logical data ever collected is readily discoverable
and accessible, much less usable. Based on our
own experience building data archives for ecol-
ogy, we estimate that less than 1% of the eco-
logical data collected is accessible after publication
of associated results (6, 7). Rather than providing

direct access to data, we share interpretations of
distilled data through presentations and publica-
tions. To realize advances that are possible through
ecological and environmental synthesis, we need
to solve the technological and sociological chal-
lenges that have limited open access to data.While
“open data” will enhance and accelerate scientific
advance, there is also a need for “open science”—
where not only data but also analyses andmethods
are preserved, providing better transparency and
reproducibility of results.

Solving Technology Challenges
Reviews of ecological informatics have de-
scribed three major technological challenges:
data dispersion, heterogeneity, and provenance
(8, 9). Ecosystems and habitats vary across the
globe, and data are collected at thousands of lo-
cations. Although large quantities of data represent-
ing relatively few data sets are typically managed
by major research projects, institutes, and agen-
cies, most ecological data are difficult to discover
and preserve because they are contained in relatively
small data sets dispersed among tens of thousands
of independent researchers. Data heterogeneity
creates challenges due to the breadth of topics
studied by ecologists and the varied experimental

National Center for Ecological Analysis and Synthesis,
University of California, Santa Barbara, 735 State Street,
Suite 300, Santa Barbara, CA 93101, USA.

*To whom correspondence should be addressed. E-mail:
ojreichman@gmail.com
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Fig. 1. Data on ecological and environmental systems are (A) acquired, checked for quality, documented
using an acquisition workflow, and then both the raw and derived data products are versioned and
deposited in the DataONE federated data archive (red dashed arrows). Researchers discover and access
data from the federation and then (B) integrate and process the data in an analysis workflow, resulting in
derived data products, visualizations, and scholarly papers that are in turn archived in the data federation
(red dashed arrows). Other researchers directly cite any of the versioned data, workflows, and visualizations
that are archived in the DataONE federation.

www.sciencemag.org SCIENCE VOL 331 11 FEBRUARY 2011 703
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• In June 2014, the Nat. Inst. Health (US), Science, and Nature convened a meeting
of editors of +30 major journals, representatives from major funding agencies, and 
scientific leaders to discuss principles and guidelines for preclinical biomedical 
research

• The delegates agreed on a common set of principles and guidelines in reporting 
preclinical research that list journal policies and author reporting requirements to 
promote transparency and reproducibility (see URL)

Source: https://www.nih.gov/research-training/rigor-reproducibility/principles-guidelines-reporting-preclinical-research

SCIENCE   sciencemag.org 7 NOVEMBER 2014 • VOL 346 ISSUE 6210    679

R
eproducibility, rigor, transparency, and inde-

pendent verification are cornerstones of the 

scientific method. Of course, just because a re-

sult is reproducible does not necessarily make 

it right, and just because it is not reproduc-

ible does not necessarily make it wrong. A 

transparent and rigorous approach, however, 

can almost always shine a light on issues of repro-

ducibility. This light ensures that science moves for-

ward, through independent verifications as well as the 

course corrections that come from refutations and the 

objective examination of the 

resulting data. 

It was with the goal of 

strengthening such approaches 

in the biomedical sciences that 

a group of editors representing 

over 30 major journals, represen-

tatives from funding agencies, 

and scientific leaders assembled 

at the AAAS headquarters in 

June of 2014 to discuss prin-

ciples and guidelines for pre-

clinical biomedical research. 

The gathering was convened by 

the U.S. National Institutes of 

Health, Nature,* and Science. 

The discussion ranged from 

what journals were already 

doing to address reproduc-

ibility and the effectiveness of 

those measures, to the mag-

nitude of the problem and the 

cost of solutions. The attend-

ees agreed on a common set 

of Principles and Guidelines in 

Reporting Preclinical Research 

(www.nih.gov/about/reporting-

preclinical-research.htm) that 

list proposed journal policies 

and author reporting require-

ments to promote transparency and reproducibility. 

The new guidelines suggest that journals include 

in their information for authors their policies for sta-

tistical analysis and how they review the statistical 

accuracy of work under consideration. Any imposed 

page limits should not discourage reproducibility. 

The guidelines encourage using a checklist to ensure 

the reporting of important experimental parameters, 

such as standards used, number and type of replicates, 

statistics, method of randomization, whether experi-

menters were blind to the conduct of the experiment, 

how the sample size was determined, and what crite-

ria were used to include or exclude any data. Journals 

should recommend the deposition of data in public 

repositories where available and link data bidirection-

ally to the published paper. Journals should strongly 

encourage, as appropriate, that all materials used in 

the experiment be shared with those who wish to repli-

cate the experiment. Once a journal publishes a paper, 

it assumes the obligation to consider publication of a 

refutation of that paper, subject to its usual standards 

of quality.

The more open-ended por-

tion of the guidelines suggests 

that journals establish best 

practices for image-based data 

(such as screening for manipu-

lation and storing full-resolu-

tion archival versions) and how 

to describe experiments more 

completely. An example for 

animal experiments is report-

ing the source, species, strain, 

sex, age, husbandry, inbred and 

strain characteristics, or trans-

genic animals, etc. For cell lines, 

one might report the source, 

authentication, and myco-

plasma contamination status. 

The existence of these guide-

lines does not obviate the need 

for replication or independent 

verification of research results, 

but should make it easier to 

perform such replication.

Some of the journals at the 

meeting already had imple-

mented all or most of these 

principles and guidelines. But 

the important point is that a 

large number of scientific jour-

nals are standing together in their conviction that re-

producibility and transparency are important issues.† 

As partners to the research enterprise in the communi-

cation and dissemination of research results, journals 

want to do their part to raise the standards for the 

benefit of all scientists and the benefit of society. The 

hope is that that these guidelines will not be viewed as 

onerous, but as part of the quality control that justifies 

the public trust in science.

    Journals unite for reproducibility     

Marcia McNutt 

Editor-in-Chief 

Science Journals

EDITORIAL

– Marcia McNutt    

10.1126/science.aaa1724
*See www.nature.com/news/1.16259.   † A list of all journals and publishers signatory to the principles and guidelines 
is at www.nih.gov/about/reporting-preclinical-research.htm.

“...scientific journals 
are standing together 

in their conviction 
that reproducibility 

and transparency are 
important...”
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CONSERVATION Saving  
species is far from a  
walk in the park p.8

WORLD VIEW Psychology 
gears up to check its 
workings p.9

BREAKFAST Chimps plan 
days to ensure they nab 
tastiest figs p.11

Journals unite for reproducibility 
Consensus on reporting principles aims to improve quality control in biomedical research and 
encourage public trust in science. 

Reproducibility, rigour, transparency and independent verifica-
tion are cornerstones of the scientific method. Of course, just 
because a result is reproducible does not make it right, and just 

because it is not reproducible does not make it wrong. A transparent and 
rigorous approach, however, will almost always shine a light on issues of 
reproducibility. This light ensures that science moves forward, through 
independent verifications as well as the course corrections that come 
from refutations and the objective examination of the resulting data. 

It was with the goal of strengthening such approaches in the 
biomedical sciences that a group of editors representing more than 
30 major journals; representatives from funding agencies; and scien-
tific leaders assembled at the American Association for the Advance-
ment of Science’s headquarters in June 2014 to discuss principles and 
guidelines for preclinical biomedical research. The gathering was 
convened by the US National Institutes of Health, Nature and Science 
(see Science 346, 679; 2014).

The discussion ranged from what journals were already doing to 
address reproducibility — and the effectiveness of those measures 
— to the magnitude of the problem and the cost of solutions. The 
attendees agreed on a common set of Principles and Guidelines in 
Reporting Preclinical Research (see go.nature.com/ezjl1p) that list 
proposed journal policies and author reporting requirements in order 
to promote transparency and reproducibility. 

The guidelines recommend that journals include in their informa-
tion for authors their policies for statistical analysis and how they review 
the statistical accuracy of work under consideration. Any imposed page 
limits should not discourage reproducibility. The guidelines encourage 
using a checklist to ensure reporting of important experimental param-
eters, such as standards used, number and type of replicates, statistics, 
method of randomization, whether experiments were blinded, how 

the sample size was determined and what criteria were used to include 
or exclude any data. Journals should recommend deposition of data in 
public repositories, where available, and link data bidirectionally when 
the paper is published. Journals should strongly encourage, as appropri-
ate, that all materials used in the experiment be shared with those who 
wish to replicate the experiment. Once a journal publishes a paper, it 
assumes the obligation to consider publication of a refutation of that 

paper, subject to its usual standards of quality.
The more open-ended portion of the 

guidelines suggests that journals establish best 
practices for dealing with image-based data 
(for example, screening for manipulation, 
storing full-resolution archival versions) and 
for describing experiments in full. An exam-
ple for animal experiments is to report the 
source, species, strain, sex, age, husbandry 

and inbred and strain characteristics for transgenic animals. For cell 
lines, one might report the source, authentication and mycoplasma 
contamination status. The existence of these guidelines does not obvi-
ate the need for replication or independent verification of research 
results, but should make it easier to perform such replication.

Some of the journals at the meeting had already had all or most of 
these principles and guidelines in place. But the point is that a large 
number of scientific journals are standing together in their convic-
tion that reproducibility and transparency are important issues. As 
partners to the research enterprise in the communication and dis-
semination of research results, we want to do our part to raise the 
standards for the benefit of scientists and of society. The hope is that 
these guidelines will be viewed not as onerous, but as part of the quality 
control that justifies the public trust in science. ■

“The guidelines 
encourage using 
a checklist to 
ensure reporting 
of important 
experimental 
parameters.”

On the mend
The scientific regeneration of central Europe is 
gathering pace, but needs further help to thrive.

The peaceful implosion of communism in the autumn of 1989, 
almost exactly 50 years after Nazi Germany’s assault on Poland 
triggered the Second World War, was perhaps the brightest 

moment in Europe’s twentieth-century history. The fall of the Berlin 
Wall restored political and personal freedom to central Europe, where 
people had endured Hitler’s atrocities only to find themselves ruled 
by Soviet despots. It is a small miracle that the rich learned tradition 
of the region survived two consecutive tyrannies.

Science in liberated central Europe had to adapt quickly to survive  
in the free world. Governments, intellectual elites and academic insti-
tutions in the region were all equally unprepared for the political sea 
change that occurred after 1989. A quarter of a century on, the trans-
formation to parliamentarian democracy and a market economy has 
been achieved. Science was generally not a priority in the early years of 
the transition. But from 2004 onwards, membership of the European 
Union (EU) provided a boon that some countries are prudently using 
to rebuild their research capacities (see page 22). However, despite gen-
erous subsidies from Brussels, other countries have a long way to go.

The region’s main asset is a growing pool of young talent that is 
rediscovering science as a worthwhile profession. This genera-
tion rightly demands more support and more constructive politi-
cal vision than some of the region’s current governments have  
to offer. In Romania and Bulgaria, where those in power are  
stubbornly obstructing reform, science is losing out. And in Hungary,  
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Center for Open Science (COS) — standards & guidelines
Standards Not implemented Level I Level II Level III
Data citation No mention of data citation Journal describes citation of data in guidelines to authors 

with clear rules and examples
… …

Data transparency Journal encourages data sharing, or says nothing Article states whether data are available, and, if so, 
where to access them

… …

Analysis code 
transparency

Journal encourages code sharing, or says nothing Article states whether code is available, and, if so, where 
to access it

… …

Materials 
transparency

Journal encourages materials sharing, or says nothing Article states whether materials are available, and, if so, 
where to access them

… …

Design & analysis 
reporting guidelines

Journal encourages design and analysis transparency, or says nothing Journal articulates design transparency standards … …

Study preregistration Journal says nothing Article states whether preregistration of study exists, 
and, if so, where to access it

… …

Preregistration of 
analysis plans

Journal says nothing Article states whether preregistration of study exists, 
and, if so, where to access it

… …

Replication Journal discourages submission of replication studies, or says nothing Journal encourages submission of replication studies … …

Sources: https://topfactor.org/summary; Nosek BA et al. (2015) Science 348, 1422-1425

Note 2,007 journals, 25 publishers, and 92 societies have signed up to the Transparency 
and Openness Promotion (TOP) Guidelines at COS (http://cos.io/top)
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Example 3 — Public Library of Science (PLoS) and TOP • 1

• PLoS has signed up to the TOP guidelines (URL)
• PLoS journals require authors to make all data necessary to replicate their study’s 

findings publicly available without restriction at the time of publication
• When specific legal or ethical restrictions prohibit public sharing of a data set, 

authors must indicate how others may obtain access to the data
• When submitting a manuscript, authors must include a Data Availability Statement 

describing compliance with PLoS' data policy
• If a manuscript is accepted for publication, the Data Availability Statement will be 

published as part of the article

Source: https://plos.org/open-science/open-data/

25

Example 3 — Public Library of Science (PLoS) and TOP • 2

• Authors must share the “minimal data set” for their submission. PLoS defines the 
minimal data set as the data required to replicate all findings reported in the article, 
as well as related metadata and methods

• PLoS also requires authors to comply with field-specific standards for preparation, 
recording, and deposition of data, when applicable

• For example, authors should submit the following data:
• The values behind the means, standard deviations and other measures reported
• The values used to build graphs
• The points extracted from images for analysis

• PLoS does not permit references to “data not shown”

26
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Example 3 — Public Library of Science (PLoS) and TOP • 3

• For studies involving human research participant data or other sensitive data, PLoS
encourages authors to share de-identified or anonymized data

• When data cannot be publicly shared, PLoS allows authors to make their data sets 
available upon request

• PLoS will not consider manuscripts for which the following factors influence authors’ 
ability to share data:
• Authors will not share data because of personal interests, such as patents or potential future 

publications
• The conclusions depend solely on the analysis of proprietary data. PLoS considers proprietary 

data to be data owned by individuals, organizations, funders, institutions, commercial interests, 
or other parties that the data owners will not share

27

EU announces that all scientific papers should be free by 2020

Source: https://www.sciencealert.com/europe-announces-that-all-scientific-articles-should-be-freely-accessible-by-2020

“This week was a revolutionary week in the sciences … because some of the most prominent world leaders 
announced an initiative which asserts that European scientific papers should be made freely available to 
all by 2020.”

28
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Summary of the benefits of OD

Direct
• Preserve access to data 
• Discover data
• Allow reuse or repurpose data
• Verify published research
Short-term
• Availability for review
• Availability for validation
To the author
• Protection against data entropy
• Improved methodologies
• Higher diffusion and visibility
• Higher citation rate of their publications
• Fulfillment of funding mandate

Indirect
• Redundant data collection
• Inefficient legacy data curation
• Burden of sharing-upon-request
• Studies cannot be completed
Long-term
• Persistent link with article data
• Increased impact per publication
To the scientific community and public
• More efficient use of research fundings
• Foster collaboration
• Accelerate innovation
• Educational opportunities
• Public trust in science

29

Questions How many of you have reviewed a manuscript submitted for publication?
Did you examine the associated data?
If you did not do so, then why not?
Did you survey the associated codes?
If you did not do so, then why not?

30
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FAIR data principle

31

FAIR data principles • 1

• Designed by stakeholders from academia, industry, funding agencies, and scholarly 
publishers

• Put emphasis on enhancing the ability of computational agents to automatically 
find and use (digitalised) data and to support its reuse by individuals

• Rest on four foundational principles:
• Findability
• Accessibility

• Interoperability
• Reusability

• Apply to digitalised research data objects (e.g., data, codes, protocols, workflows) 
needed to ensure transparency, reproducibility, and reusability in research

Source: Wilkinson MD et al. (2016) Scientific Data 3, 160016
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FAIR data principles • 2

• The main barrier to expedient discovery and reuse of digitalise research objects is
• Not the lack of appropriate technology, but
• The lack of careful attention paid to digital data objects during their creation and storage

• To overcome this barrier, we need to render all digital research objects findable in 
special-purpose and general-purpose repositories using the metadata assigned to 
each object

• The FAIR principles apply to both human-driven and agent-driven activities

33

FAIR data principles • 2

The challenge …

Depending on the amount and detail of information provided with a digital object, the 
computational agent should be able to: 
1. Identify the type of object (with respect to both structure and intent)
2. Determine if the object is useful within the context of the agent’s current task by 

interrogating metadata and/or data elements
3. Determine if the object is usable, with respect to its license, its consent, or other 

accessibility or use constraints
4. Take the appropriate action

(In much the same way that a human would)
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FAIR data principles • 4

To be findable:
F1 Data and metadata are assigned a globally unique and 

persistent identifier
F2 Data are described with rich metadata (defined by R1)
F3 Metadata clearly and explicitly include the identifier of the 

data it describes 
F4. Data and metadata are registered or indexed in a searchable 

resource

To be accessible:
A1 Data and metadata are retrievable by their identifier using a 

standardized communications protocol 
A1.1 The protocol is open, free, and universally implementable

A1.2 The protocol allows for an authentication and authorization 
procedure, where necessary 

A2 Data and metadata are accessible, even when the data are no 
longer available

To be interoperable:
I1 Data and metadata use a formal, accessible, shared, and broadly 

applicable language for knowledge representation
I2 Data and metadata use vocabularies that follow FAIR principles
I3 Data and metadata include qualified references to other data 

and metadata

To be reusable:
R1 Data and metadata are richly described with a plurality of 

accurate and relevant attributes 
R1.1 Data and metadata are released with a clear and accessible data 

usage license
R1.2 Data and metadata are associated with detailed provenance

R1.3 Data and metadata meet domain-relevant community standards

Source: Wilkinson MD et al. (2016) Scientific Data 3, 160016

35

Summary on FAIR data principles

Compliance with the FAIR data principles:
• Is achieved by diligent annotation of digital data objects, using metadata
• Is achieved through consistent use of standard file formats, with recognizable file 

name extensions (e.g., .csv, .tiff, .fst), which can be read and processed using open-
source software

• Is achieved through diligent record keeping (keep a logbook)
• Is increasingly often a requirement to operate in modern scientific environments

— so embrace it…

36



3/2/2023

19

Questions How many of you use a lab/log book (digital or hard copy)?
How many years do you think you will need to keep the lab/log book?
Where will you store your lab/log book when you have finished a project?

37

Data management planning (DMP)
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Scientific data have a live cycle

Planning 
research

Sampling 
data

Processing 
& analysing 

data

Publishing 
& sharing 

data

Preserving 
data

Re-using 
data

Notes
• At the sampling stage, we want to sample 

enough data, but no more than that

• At the following 4 stages, some data may 
become lost; we want to minimise that

• Careful data management planning and 
research data management is essential

39

Data management planning — in a nutshell…

25/10/2022

15

Content
• anticipate in detail the management of your research data (analyses, organization, 

storage, security and sharing)
• specify the type of data 
• budget, intellectual property, and monitoring over time.
Interest
• Increased the quality of your data
• Prevent the loss, preserve the accessibility and reuse of your data
• Ensure the integrity and reproducibility of you research work
• Reinforce visibility and impact, as well as the relevance of your research

Data Management Plan (DMP)

29

https://www.youtube.com/watch?v=gYDb-GP1CA4

Video “The what, why and how of data management planning”

30

DMP starts here (at the latest)

Note
A DMP is a live document that 
requires regular updating

40
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Data management plans • 1

Required by a growing number of funding agencies, including the 
• European Research Research Council (ERC)
• Swiss National Research Foundation (SNRF)
• Health Research Board (HRB), Ireland
• Science Foundation Ireland (SFI)
• Austrian Science Fund (FWF)
• etc

41

Data management plans • 2

• Many research funding agencies use similar policies (e.g., GDPR, code of conduct, 
Open Access to publications & data) and elaborate guidelines on how to write a 
DMP

• Some funding agencies cover the costs of enabling open access to publications and 
data (e.g., SNSF)

• Preparation of DMPs is facilitated using web-based services, such as DMPOnline
and ELIXIR-Converge’s RDMKit

• Many research organisations have local facilities and help in preparing DMPs (e.g., 
University College Dublin)
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Data management plans • 3 — resources & repositories

Electronic lab notebooks
• SciNote — free (https://www.scinote.net/)
• Benchling Notebook — free (https://www.benchling.com/benchling-eln)
• Open Science Framework — free (https://osf.io/)
• BBEdit — powerful & free text editor (https://www.barebones.com/products/bbedit/)

Repositories with version control for source code and documents
• GitHub — free public and private repositories (https://github.com/)
• GitLab — free public and private repositories (https://about.gitlab.com/)
• GitKraken — A GUI client for using GIT version control without the use of command line 

(https://www.gitkraken.com/)

43

Data management plans • 4 — data repositories

Data repositories
• Figshare — Free digital repository, max 5Gb, free to access (https://figshare.com/)
• Zenodo — Free digital repository, max 50Gb, free to access (https://zenodo.org/)
• DRYAD — Curated digital repository, max 20Gb, free to access (https://datadryad.org/stash)
• Nature — Guide on data repository (https://www.nature.com/sdata/policies/repositories)
• PLoS — Policy on data availability (https://journals.plos.org/plosone/s/data-availability)
• Dataverse — review (https://dataverse.org/blog/comparative-review-various-data-repositories)
• re3data — Registry of Research Data Repositories (https://www.re3data.org/)
• FAIRsharing — A curated resource on data and metadata standards, etc (https://fairsharing.org)
• Open Access Directory — Data repositories, partitioned by discipline (Archaeology, Astronomy, 

Biology, …, Social Sciences (https://oad.simmons.edu/oadwiki/Data_repositories)
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Data management plans • 5 — file formats, metadata, etc

File formats for long-term preservation
• DRYAD — recommended formats and guidelines (https://datadryad.org/stash/terms#formats)
• BiUM — useful info (https://www.bium.ch/en/publication-open-access/data-management/#5)

Metadata and README files, allowing data to be understood and reused
• FAIRsharing — A resource on field-specific metadata and format standards (https://fairsharing.org)
• Digital Curation Center — A resource on field-specific metadata and format standards  

(https://www.dcc.ac.uk/guidance/standards/metadata)
• DataCite metadata schema — Standard for describing general research data. Useful before data is 

stored (https://schema.datacite.org/meta/kernel-4.1/doc/DataCite-MetadataKernel_v4.1.pdf)
• DataCite metadata generator — tool used to generate a Readme XML file describing your datasets 

(https://github.com/mpaluch/datacite-metadata-generator)

45

Data management plans • 6 — DMPOnline

Source: https://dmponline.dcc.ac.uk
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Data management plans • 7 — Elixir Converge RDMKit

Source: https://rdmkit.elixir-europe.org/

47

Data management plans • 8 — Elixir Converge RDMKit

Source: https://rdmkit.elixir-europe.org/data_life_cycle
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Data management plans • 9 — RDM & DMP at UCD

Source: https://libguides.ucd.ie/data/dmp
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Data management plans • 10 — typical questions

1. Data collection and documentation
a. What data will you collect, observe, generate or reuse?
b. How will the data be collected, observed, or generated?
c. What documentation and metadata will you provide with the data?

2. Ethics, legal and security issues
a. How will ethical issues be addressed and handled?
b. How will data access and security be managed?
c. How will you handle copyright and Intellectual Property Rights issues?

3. Data storage and preservation
a. How will your data be stored and backed-up during the research?
b. What is your data preservation plan?

4. Data sharing and reuse
a. How and where will the data be shared?
b. Are there any necessary limitations to protect sensitive data?
c. Do the intended digital repositories conform to the FAIR Data Principles?
d. What organisations will be maintaining the intended data repositories (profit/non-profit)?

50
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Data management plans • 11 — things to consider

Types of data used in research project
• Materials / samples
• Protocols
• Codes/scripts/programs
• Raw data
• Processed data
• Results
• Notes/notebooks

Types and sizes of files used in project
• Cell microscopy images (.tiff, .jpg)
• Sequencing data (FASTQ, fasta, .fst)
• Figures and graphs (.pdf, .svg)
• Spreadsheets (.csv)
• Scripts (.sh, .r, .py)
• MS data (mzXML, PKL*)
• Interview videos (MP4)
• Protocols and instructions (.txt)
• Texts accompanying videos (.pdf)

51

Data management plans • 12 — assembling basic information
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Data management plans — example 1 (cell. & microb. project)

25/10/2022

26

Data generated will be in various types, formats and sizes of datasets, all of which will 
be accessible using common software allowing easy access and long-term validity 
during and after the project, thus facilitating data sharing. The format/types of data 
include:

i) Cell images e.g. phase and fluorescence, and electron micrographs (~5,000 
images over project). Software used includes OpenLab, Softworx and IN Cell 
Investigator, with data saved as software-specific files e.g liff and lg3 files, as well 
as generic formats such as jpeg, tiff etc.

ii) Mass spectrometry spectra (from <50 samples). MS data will be analysed using 
Bruker Data Analysis or Thermo Excalibur software (generating xml and raw files) 
and proteins will be matched to the T. brucei genome dataset using the Matrix 
Science Mascot search engine. Each LC-MS data file is between 1-2GB.

EXAMPLE

Source: DCC Example DMPs and guidance

51

To ease the process, list in a table: type of experiment, types of data,
equipment, software, file formats and volume

Bium recommended File formats for long-term preservation and re-use
Dryad recommended formats if you plan to publish your data on this Data repository

Types Equipment Software Data storage 
format

Data archiving / sharing 
format Volume

Microscopy images

Raw data: microscopy cell images Zeiss LSM 710 
Quasar

ZEN lite software .liff .tiff uncompressed, 
JPEG2000

500 GB

Secondary data: 3D Z-stack 
reconstructions and processed 
images 

Imaris 7.2.1 software; 
Fiji/ImageJ;  Adobe 

Photoshop CS5

.ims, .tif series, 
.PSD

.tiff uncompressed, 
JPEG2000

1 TB

Analysed data: cell quantifications Imaris 7.2.1 software, 
Excel

.ims, .xlsx .xlsx; .csv 3 GB

Raw data :time lapse video 
microscopy 

Leica SP5 LAS AF Lite 4.0.11706 .czi files;.avi,.mov MPEG-4; Motion JPEG 
2000

500 GB 

Analysed data: tracking function Metamorph software 
6.0

.xlsx .xlsx; .csv 2 GB

Western Blots
Raw data: cell images 1 GB
Analysed data: quantification 500 MB

TOTAL =

EXAMPLE

5253

Data management plans — example 2 (comp. biol. project)
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Questions How many of you have written a DMP?
What was the worst part of it?
What was the best part of it?

55

Research Data Management (RDM)
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Research data management • 1

• Research in modern scientific communities often entails collecting and analysing 
huge amounts of highly heterogeneous data (qualitative and quantitative data in 
various forms)

• Growing demands for transparency, reproducibility, and accountability — coupled 
with the FAIR Data Principles — have led to significant changes in how research is 
done, on a small scale as well as on an industrial scale

• RDM is now an integral part of R&D in modern societies
• In Europe, ELIXIR is a key innovator, enabler, and partner

Source: https://elixir-europe.org
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Research data management • 2

Source: https://rdmkit.elixir-europe.org/
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Research data management • 3

with this approach, the distinction be-
tween data and results may not be useful.
Instead, one could imagine a top-level
directory called something like experi-
ments, with subdirectories with names like
2008-12-19. Optionally, the directory
name might also include a word or two
indicating the topic of the experiment
therein. In practice, a single experiment
will often require more than one day of
work, and so you may end up working a
few days or more before creating a new
subdirectory. Later, when you or someone
else wants to know what you did, the
chronological structure of your work will
be self-evident.

Below a single experiment directory, the
organization of files and directories is
logical, and depends upon the structure
of your experiment. In many simple
experiments, you can keep all of your files
in the current directory. If you start
creating lots of files, then you should
introduce some directory structure to store
files of different types. This directory
structure will typically be generated auto-
matically from a driver script, as discussed
below.

The Lab Notebook

In parallel with this chronological
directory structure, I find it useful to
maintain a chronologically organized lab
notebook. This is a document that resides
in the root of the results directory and
that records your progress in detail.
Entries in the notebook should be dated,
and they should be relatively verbose, with
links or embedded images or tables
displaying the results of the experiments
that you performed. In addition to de-
scribing precisely what you did, the
notebook should record your observations,
conclusions, and ideas for future work.
Particularly when an experiment turns out
badly, it is tempting simply to link the final
plot or table of results and start a new
experiment. Before doing that, it is
important to document how you know
the experiment failed, since the interpre-
tation of your results may not be obvious
to someone else reading your lab note-
book.

In addition to the primary text describ-
ing your experiments, it is often valuable
to transcribe notes from conversations as
well as e-mail text into the lab notebook.

These types of entries provide a complete
picture of the development of the project
over time.

In practice, I ask members of my
research group to put their lab notebooks
online, behind password protection if
necessary. When I meet with a member
of my lab or a project team, we can refer
to the online lab notebook, focusing on
the current entry but scrolling up to
previous entries as necessary. The URL
can also be provided to remote collabo-
rators to give them status updates on the
project.

Note that if you would rather not create
your own ‘‘home-brew’’ electronic note-
book, several alternatives are available.
For example, a variety of commercial
software systems have been created to
help scientists create and maintain elec-
tronic lab notebooks [1–3]. Furthermore,
especially in the context of collaborations,
storing the lab notebook on a wiki-based
system or on a blog site may be appealing.

Figure 1. Directory structure for a sample project. Directory names are in large typeface, and filenames are in smaller typeface. Only a subset of
the files are shown here. Note that the dates are formatted ,year.-,month.-,day. so that they can be sorted in chronological order. The
source code src/ms-analysis.c is compiled to create bin/ms-analysis and is documented in doc/ms-analysis.html. The README
files in the data directories specify who downloaded the data files from what URL on what date. The driver script results/2009-01-15/runall
automatically generates the three subdirectories split1, split2, and split3, corresponding to three cross-validation splits. The bin/parse-
sqt.py script is called by both of the runall driver scripts.
doi:10.1371/journal.pcbi.1000424.g001

PLoS Computational Biology | www.ploscompbiol.org 2 July 2009 | Volume 5 | Issue 7 | e1000424

Source: Noble WS (2009) PLoS Computational Biology 5, e1000424
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Example 4 • RDM & directory structure

Source: Jermiin LS et al. (2023) Systematic Biology (in review)

Notes
• The README file contains information about the software as well as the input instructions used
• The evolver.out file contains the output (i.e., results from running evolver with the instructions)

Output
Input
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Example 4 • RDM & record keeping

The README file

Allows you to find and download correct version 
of the software used

Lists the answers given to the questions posted 
by the software

Question 1

Answer 1

Start the program

Etc …
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Example 4 • RDM & directory structure

Notes
• Use shell scripts (see below) to control as many analytical process as possible
• Ensure transparency about the software used (name, version, source, reference)

Results

Source: Jermiin LS et al. (2023) Systematic Biology (in review)
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Example 4 • RDM & directory structure

README is a log, describing how the 
results in Table 1 were obtained

Source: Jermiin LS et al. (2023) Systematic Biology (in review)
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Example 4 • RDM & record keeping

The README file

Source: Jermiin LS et al. (2023) Systematic Biology (in review)

Note Each STEP describes one of the actions taken, leading to the results in ./Table_1/Matrices.xlsx
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Example 4 • RDM & directory structure

The R script reads the results in the .csv 
file and produces four graphs in the file 
called Saturation.pdf.

The graphs are transferred to an Adobe 
Illustrator file (i.e., Figure_3.ai) for final 
editing.

Source: Jermiin LS et al. (2023) Systematic Biology (in review)

Directories with scripts and input 
files needed to do simulations
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Example 4 • RDM & repository

Source: Jermiin LS et al. (2023) Systematic Biology (in review)

Archive containing all material stored 
in 01_Analyses

Notes
• In this case, we used DRYAD (we could 

have used Zenodo)

• Provide relevant metadata, outlining 
what is included in the archive

• The repository returns a unique DOI
(digital object identifier)

• Include the DOI in the paper (creates 
a permanent link between the archive 
and the paper)

Upload archive to repository
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Example 4 • RDM & directory structure

Manuscript, version 2

Source: Jermiin LS et al. (2023) Systematic Biology (in review)
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Example 4 • RDM & manuscript

Source: Jermiin LS et al. (2023) Systematic Biology (in review)

For Peer Review Only

Systematic Biology (2022), 0, 0, pp. 1–??
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Quantifying the Strength of the Historical Signals in

Multiple Sequence Alignments of Phylogenetic Data
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Abstract

While there are sophisticated methods for inferring multiple sequence alignments (MSAs),1

models of sequence evolution, and phylogenetic trees from sequence data, the initial key2

decision on which sequences and sites in the MSA to focus on is often left to a personal3

choice. One popular approach involves visual inspection of the MSAs, another involves4

comparing bootstrap values from non-parametric bootstrap analyses of MSAs, and yet5

others rely on methods designed to identify and remove poorly aligned or fast-evolving6

sites from each MSA. None of these strategies is satisfactory, albeit for di↵erent reasons.7

To ease the decision-making process, we present �, a metric that quantifies the strength of8

the historical signal for each pair of sequences in an MSA. When � = 0.0, the historical9

signal is strongest, and when � = 1.0, the signal is fully decayed. The formulation of �10

takes into account that some of the sequences may have diverged under non-stationary11

conditions, so � is not constrained by assumptions in the way that many evolutionary12

distances are. The metric can be used as guidance when deciding whether to exclude13
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Research data management • benefits

Although good RDM requires time and attention to detail, it is also likely to
• Make it easier and faster to recall what you did months or years ago
• Make it easier and faster to respond to enquiries and peer reviews
• Improve your standing in collaborative research projects
• Improve the quality of your research and research output
• Increase your scientific impact (e.g., though citations)
• Improve the transparency and reproducibility of your research
• Safeguard you against accusations of engaging in fraudulent research practices
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Thank you
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